Table 3: Dataset Statistics. Please note that in Q2B-3M dataset, character 3-grams and 4-grams tokens were also included in
the vocabulary for Astec, Parabel ec.

Train Instances Features Labels Number of Average Labels Average Points Average Features
Dataset ?
N 14 L Test Instances per sample per label per instance

WikiSeeAlsoTitles-350K 629,418 91,414 352,072 162,491 2.33 5.24 2.73
WikiTitles-500K 1,699,722 185,479 501,070 722,678 4.89 23.62 2.73
AmazonTitles-670K 485,176 66,666 670,091 150,875 5.39 5.11 5.26
AmazonTitles-3M 1,517,620 165,431 2,812,281 655,479 35.06 27.09 7.58
Q2B-3M 21,561,529 1,284,191 3,192,113 6,995,038 - - -

Table 4: Accuracy gain (A P@1) and training speedup for leading methods in DeepXML framework relative to the original
algorithms on the AmazonTitles-670K dataset.

Method ‘ AP@1 ‘ Speed-up
DeepXML + XML-CNN | +1.89 10x
DeepXML + MACH +2.41 5%

A SUPPLEMENTARY MATERIAL
A.1 Hyper-parameters

Astec’s hyper-parameters include a for combining the classifier & shortlist scores, L which was the number of labels in the surrogate
task which was set to 216 across all datasets and the label shortlist size which was set to 500 in all cases. Note that the different values
of a leads to a trade-off in vanilla and propensity scored metrics. The embeddings in Z, residual matrices and classifiers were initialized
with FastText [23], the identity matrix and Xavier’s method respectively. Astec was trained using the Adam optimizer with spectral norm
constraints [38] and its hyper-parameters included the learning rate, the batch size and the number of epochs. Most of these were set to
default values across datasets and the most expensive hyper-parameter to tune was the learning rate on the surrogate task.

Experiments were performed on a P40 GPU card with CUDA 11, and Pytorch 1.8 unless stated otherwise. Dropout with probability 0.5 was
used for all datasets. HNSW [31] parameters M, efC and efS where set to 100, 300, 300 and 50, 50, 100 for ANNS* and ANNS¥ respectively.
The surrogate learning task was trained with IL| = 216 with learning rate chosen from {0.003, 0.005, 0.02}. Increasing |L| beyond 2!° lead to
only marginal gains in accuracy but at the cost of increase in training time. The model parameters for the extreme task were learnt with a
learning rate chosen from {0.002,0.0005}. It should be noted that no hyper-parameter tuning was done for proprietary datasets where Astec
lead to significant gains in offline as well as online metrics.

Table 5: Parameter settings for Astec on different datasets.

Dataset L) Learning Rate  Learning Rate
(Surrogate task) (Extreme task)
WikiSeeAlsoTitles-350K | 21° 0.005 0.002
WikiTitles-500K 216 0.005 0.0005
AmazonTitles-670K 216 0.02 0.002
AmazonTitles-3M 216 0.003 0.0005
Q2B-3M 216 0.02 0.002

A.2 Clustering labels

21{11 YilXi
28 yaxil,
was deployed to solve the following optimization problem, which recursively clusters the labels into two balanced-partitions to finally end
up with L clusters.

Astec clustered the labels using label centroid representation fji; = as the label meta-data was unavailable. 2-means++ algorithm



Table 6: Astec’s results for different choices of modules. Note that results are reported without re-ranker component and only
one component was varied at a time. AmazonTitles-670K & WikiTitles-500K were used for (a)-(c) & (d) respectively.

(a) Intermediate representation (b) Surrogate task
Method | P@1 P@5 Method | P@1 P@5
CNN [28] | 36.91 30.76 Unsupervised [23] | 34.80 27.42
MLP [32] | 3741 30.65 Random [32] 38.11  30.97
Bert [13] | 36.15 29.65 Label selection 383  31.25
Astec 39.12  32.07 Astec 39.12  32.07

(c) Classifier (d) Negative sampling
Classifier ‘ P@1 P@5 Method ‘ P@1 P@5
Parabel 37.07 28.75 Uniform 27.3 114
Slice 36.73  30.07 NEG [34] | 30.62 11.87
DiSMEC 38.42 31.44 Slice [19] | 32.33 14.37
Astec 39.12  32.07 Astec 4545 17.64

L
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argming, e 1)L Z Ci ( 5 Ui + 5 ul/,l,)
I=1

L
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I=1
where it has been assumed without loss of generality that L labels need to be partitioned at each step, ; = +1 means that label [ is
assigned to cluster with mean p and C is the £1 normalized label correlation matrix (YT Y). In practise, the label correlation matrix was
estimated by performing a random walk over a graph with labels as nodes and data-points as edges.

A.3 Additional surrogate tasks

A simple but effective way to train the parameters of chosen feature architecture, ie., .Z could be to select L labels based on label frequency
in the training set. The hyper-parameter L was chosen to balance two constraints. First, L should be large enough so that almost all the token
embeddings could be learnt in this first phase of training. At the same time, the |L| should be small enough so that (1) could be optimized
efficiently on a single GPU as a non-extreme problem and without resorting to ANNS shortlisting. It was empirically observed that setting
0.05L < L < 0.2L with lower values being preferred for larger problems resulted in accurate intermediate representations. It should be
reiterated that the balanced clustering was found to be more accurate and scalable than the alternatives including label selection based
techniques.

A.4 ANNS search and multiple representatives

It is worth pointing out that some of the most frequently occurring head labels could be usefully represented by multiple k-means cluster
centres while constructing the ANNS small world graph. This allowed for the accurate shortlisting of multi-modal head labels which could
not be shortlisted well based on a single label centroid representation, ie., [.l(l). For instance, representing the top 4 head labels on the
WikiTitles-500K dataset by 300 k-means cluster centres rather than just the label mean improved recall@300 by 5% without any noticeable
increase in the training or prediction time.

A.5 Evaluation metrics
Performance has been evaluated using propensity scored precision@k and nDCG@k, which are unbiased and more suitable metric in the
extreme multi-labels setting [3, 20, 40, 41]. The propensity model and values available on The Extreme Classification Repository [6] were
used. Performance has also been evaluated using vanilla precision@k and nDCG@k (with k = 1, 3 and 5) for extreme classification.

For a predicted score vector § € RF and ground truth vector y € {0, 1}%:

1
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Here, p; is propensity score of the label I proposed in [20].

A.6 Theorem proofs
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Figure 2: Performance of DeepXML when trained with a shortlist of randomly sampled negatives as compared to
1-vs.-All strategy. Vanilla strategy samples labels uniformly at random whereas Mikolov et al. samples label based on a
unigram distribution over label frequencies. Astec’s architecture was used for these experiments
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Figure 3: Quantile analysis of gains offered by Astec in terms of contribution to P@5 on the WikiSeeAlsoTitles-350K
and AmazonTitles-670K datasets. The label set was divided into five equal sized bins (mean frequency in parenthesis).
Astec gains are more prominent on data-scarce tail labels
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Table 7: Astec’s predicted tags for the Wikipedia title "Confederate Secret Service" are more accurate and diverse as compared
to leading methods. All mispredictions have been italicized.

Method

Predictions

Astec

1865 disestablishments in the Confederate States of America, Government of the Confederate States of America
1861 establishments in the Confederate States of America, Economic history of the Confederate States of America,
Military history of the Confederate States of America

Astec (without re-ranker)

1865 disestablishments in the Confederate States of America, Government of the Confederate States of America
1861 establishments in the Confederate States of America, Economic history of the Confederate States of America
Confederate States of America monuments and memorials

XML-CNN 1865 disestablishments in the Confederate States of America, 1861 establishments in the Confederate States of America
American films, English-language films, Black-and-white films
AttentionXML American films, English-language films, Military history of the Confederate States of America, 2011 television episodes

English-language television programming

Table 8: Astec’s predicted ads for the user Webpage title & URL Masking Tapes products - “Grainger Industrial Supply &
https://www.grainger.com/search/adhesives-sealants-and-tape/tapes/masking-tapes" are more accurate and diverse as com-
pared to leading methods (M1-M2) in Bing.

Method Predictions

Astec

cheap masking tape, automotive paint masking tape, masking tape in bulk, blue masking tape
black masking tape, 3 inch masking tape

M1

3m reflective tape, safety tape, 3m tape products, 3m packing tape, 3m 250 tape

M2

online industrial supply, industrial supply company, industrial supply inc, industrial supply
national industrial supply company

Table 9: Results on AmazonImagesCat-13K dataset

Method | P@1 P@3 P@5 N@3 N@5

DeepXML | 77.19 54.8 4145 63.48 59.25
MACH 73.57 53.88 4199 61.8 58.76
Slice 48.31 35.79 27.75 41.22 39.71
DiSMEC 65.69 46.63 36.76 53.82 51.62
Parabel 64.13 457 36.00 52.88  50.7




Table 10: Results on full-text datasets. Please note that > marked algorithms uses slightly different version of the dataset.
Values indicated by ‘-’ were not available.

Method | P@1 P@3 P@5 N@1 N@3 N@5 |PSP@1 PSP@3 PSP@5 PSN@1 PSN@3 PSN@5
Wikipedia-500K

Astec 7168 5073 39.39 7167 6263 60.79 | 2993 3559  39.92 2993 3545 3885

Astec-3 73.02 5202 4053 7302 6410 6232 | 30.69 3648 4038 3069 3633  39.84

XML-CNN 59.85 39.28 29.81 59.85 48.67 46.12 - - - - - -

XT 6448 4584 3546 - - - - - - - - -

X-Transformer® | 76.95 58.42 46.14 - - - - - - - - -
AttentionXML 82.73 63.75 50.41 82.73 7656 74.86 34.00 44.32 50.15 34.00 42.99 47.69
SLICE+FastText | 27.98 16.61 12.11 27.98 22.81 22.69 15.04 14.61 15.17 15.04 15.97 17.59

DiSMEC 70.20 50.60 39.70 70.20 42.10 40.50 31.20 33.40 37.00 31.20 33.70 37.10
Parabel 68.70 49.57 38.64 68.70 60.51 58.62 26.88 31.96 35.26 26.88 31.73 34.61
AnnexML 64.64 43.20 3277 64.64 5454 52.42 26.88 30.24 32.79 26.88 30.71 33.33
PfastreXML 59.50 40.20 30.70 59.50 30.10 28.70 29.20 27.60 27.70 29.20 28.70 28.30
ProXML 68.80 48.90 3790 68.80 39.10 38.00 33.10 35.00 39.40 33.10 35.20 39.00
Bonsai 69.20 49.80 38.80 69.20 60.99 59.16 27.46 32.25 35.48 - - -

Amazon-670K

Astec 46.37 41.54 38.03 46.37 4397 4253 31.30 34.23 36.92 31.30 32.95 34.18
Astec-3 47.77 42.79 39.10 47.77 4528 43.74 32.13 35.14 37.82 32.13 33.80 35.01
XML-CNN 3539 3193 2932 3539 3374 32.64 28.67 33.27 36.51

XT 42,50 37.87 3441 4250 40.01 38.43 24.82 28.20 31.24 24.82 26.82 28.29

AttentionXML | 47.58 42.61 3892 47.58 45.07 43.50 30.29 33.85 37.13
SLICE+FastText | 33.15 29.76 26.93 33.15 31.51 30.27 20.20 22.69 24.70 20.20 21.71 22.72

DiSMEC 4470 39.70 36.10 44.70 42.10 40.50 27.80 30.60 34.20 27.80 28.80 30.70
Parabel 4489 39.80 36.00 44.89 42.14 40.36 2543 29.43 32.85 2543 28.38 30.71
AnnexML 4239 36.89 3298 4239 39.07 37.04 21.56 24.78 27.66 21.56 23.38 24.76
PfastreXML 3946 35.81 33.05 3946 37.78 36.69 29.30 30.80 32.43 29.30 30.40 31.49

ProXML 43.50 38.70 3530 43,50 41.10 39.70 30.80 32.80 35.10 30.80 31.70 32.60




Table 11: Astec could be significantly more accurate and scalable than leading deep extreme classifiers including MACH, XML-
CNN and AttentionXML on publicly available short-text benchmark datasets.

Method | P@1 P@3 P@5 N@1 N@3 N@5 |PSP@1 PSP@3 PSP@5 PSN@1 PSN@3 PSN@5
WikiSeeAlsoTitles-320K
Astec 2042 1444 1139 2042 1990 2063 | 9.83 1205 13.94 9.83 1167 1290
Astec-3 2061 1458 1149 20.61 20.08 20.80 | 9.91 1216 14.04 9.91 1176 12.98
MACH 1479 957 713 1479 1383 1405 | 645 7.02 7.54 6.45 7.20 7.73
XML-CNN 17.75 1234 973 1775 1693 1748 | 824 9.72 11.15 8.24 9.40 1031
XT 1655 1137 893 1655 1588 1647 | 738 8.75 10.05 7.38 8.57 9.46
SLICE+fastText | 18.13 12.87 1029 1813 1771 1852 | 8.63 1078 12.74 8.63 1037 1163
AttentionXML | 1586 1043 801 1586 1459 14.86 | 6.39 7.20 8.15 6.39 7.05 7.64
DiSMEC 1661 1157 9.14 1661 1609 1672 | 748 9.19 10.74 7.48 8.95 9.99
Parabel 1724 1161 892 1724 1631 1667 | 756 8.83 9.96 7.56 8.68 9.45
AnnexML 1496 1020 811 1496 1420 1476 | 563 7.04 8.59 5.63 6.79 7.76
PfastreXML 1509 1049 824 1509 1498 1559 | 9.03 9.69 10.64 9.03 9.82 10.52
Bonsai 17.95 1227 956 1795 17.13 17.66 | 8.16 9.68 11.07 8.16 9.49 1043

AmazonTitles-670K

Astec 39.97 3573 3259 3997 3791 36.60 27.59 29.79 31.71 27.59 28.80 29.61
Astec-3 40.63 36.22 33.00 40.63 3845 37.09 28.07 30.17 32.07 28.07 29.20 29.98
MACH 3492 3118 2856 3492 33.07 31.97 20.56 23.14 25.79 20.56 22.18 23.53
XML-CNN 35.02 3137 2845 3502 3324 3194 21.99 24.93 26.84 21.99 23.83 24.67
XT 36.57 32.73 29.79 3657 34.64 33.35 22.11 24.81 27.18 22.11 23.73 24.87

SLICE+fastText | 33.85 30.07 2697 33.85 31.97 30.56 21.91 24.15 25.81 21.91 23.26 24.03
AttentionXML | 37.92 33.73 30.57 37.92 3578 34.35 24.24 26.43 28.39 24.24 25.48 26.33

DiSMEC 38.12 34.03 31.15 3812 36.07 34.88 22.26 25.46 28.67 22.26 24.30 26.00
Parabel 38.00 33.54 30.10 38.00 3562 33.98 23.10 25.57 27.61 23.10 24.55 25.48
AnnexML 3531 3090 2783 3531 3276 31.26 17.94 20.69 23.30 17.94 19.57 20.88
PfastreXML 32.88 30.54 28380 3288 32.20 31.85 26.61 27.79 29.22 26.61 27.10 27.59
Bonsai 38.46 3391 3053 3846 36.05 34.48 23.62 26.19 28.41 23.62 25.16 26.21

WikiTitles-500K

Astec 46.01 25.62 18.18 46.01 34.58 32.82 18.62 18.59 18.95 18.62 20.01 21.64
Astec-3 46.60 26.03 1850 46.60 35.10 33.34 18.89 18.90 19.30 18.89 20.33 22.00
MACH 33.74 15.62 1041 3374 22.61 20.80 11.43 8.98 8.35 11.43 10.77 11.28
XML-CNN 4345 2324 1653 4345 31.69 29.95 15.64 14.74 14.98 15.64 16.17 17.45
XT 39.44 2157 1531 3944 29.17 27.65 15.23 15.00 15.25 15.23 16.23 17.59

SLICE+fastText | 28.07 16.78 12.28 28.07 2297 22.87 15.10 14.69 15.33 15.10 16.02 17.67
AttentionXML | 42.89 2271 15.89 42.89 3092 2893 15.12 14.32 14.22 15.12 15.69 16.75

DiSMEC 39.89 21.23 1496 3989 2897 27.32 15.89 15.15 15.43 15.89 16.52 17.86
Parabel 4250 23.04 16.21 4250 31.24 2945 16.55 16.12 16.16 16.55 17.49 18.77
AnnexML 39.56 2050 1432 39.56 28.28 26.54 15.44 13.83 13.79 15.44 15.49 16.58
PfastreXML 30.99 18.07 13.09 3099 2454 23.88 17.87 15.40 15.15 17.87 17.38 18.46
Bonsai 42.60 23.08 16.25 42.60 3134 29.58 17.38 16.85 16.90 17.38 18.28 19.62

AmazonTitles-3M

Astec 47.64 44.66 4236 47.64 4589 44.66 15.88 18.59 20.60 15.88 17.71 19.02
Astec-3 48.74 4570 4331 4874 46.96 45.67 16.10 18.89 20.94 16.10 18.00 19.33
MACH 37.10 33,57 3133 37.10 34.67 33.17 7.51 8.61 9.46 7.51 8.23 8.76
XT 27.99 25.24 23,57 2799 2598 24.78 4.45 5.06 5.57 4.45 4.78 5.03

SLICE+fastText | 3539 33.33 31.74 3539 34.12 33.21 11.32 13.37 14.94 11.32 12.65 13.61
AttentionXML 46 42.81 40.59 46.00 4394 4261 12.81 15.03 16.71 12.80 14.23 15.25

Parabel 46.42 43.81 41.71 4642 4486 43.70 12.94 15.58 17.55 12.94 14.70 15.94
AnnexML 48.37 44.68 4224 4837 4593 44.43 11.47 13.84 15.72 11.47 13.02 14.15
PfastreXML 31.16 3135 31.10 31.16 31.78 32.08 22.37 24.59 26.16 22.37 23.72 24.65

Bonsai 46.89 4438 4230 46.89 4546 44.35 13.78 16.66 18.75 13.78 15.75 17.10
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